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Abstract
Background  The WHO grade and Ki-67 index are independent indices used to evaluate the malignant biological 
behavior of meningioma. This study aims to develop MRI-based machine learning models to predict the malignant 
biological behavior of meningioma from the perspective of the WHO grade, Ki-67 index, and their combination.

Methods  This multicenter, retrospective study included 313 meningioma patients, of which 70 were classified as 
high-grade (WHO II/III) and 243 as low-grade (WHO I). The Ki-67 expression was classified into low-expression (n = 216) 
and high-expression (n = 97) groups with a threshold of 5%. Among them, there were 128 patients with malignant 
biological behavior whose WHO grade or Ki-67 index increased either or both. Data from Center A and B are were 
utilized for model development, while data from Center C and D were used for external validation. Radiomic features 
were extracted from the maximum cross-sectional area (2D) region of Interest (ROI) and the whole tumor volume 
(3D) ROI using different paraments from the T1, T2-weighted, and T1 contrast-enhanced sequences (T1CE), followed 
by five independent feature selections and eight classifiers. 240 prediction models were constructed to predict the 
WHO grade, Ki-67 index and their combination respectively. Models were evaluated by cross-validation in training set 
(n = 224). Suitable models were chosen by comparing the cross-validation (CV) area under the curves (AUC) and their 
relative standard deviations (RSD). Clinical and radiological features were collected and analyzed; meaningful features 
were combined with radiomic features to establish the clinical-radiological-radiomic (CRR) models. The receiver 
operating characteristic (ROC) analysis was used to evaluate those models in validation set. Radiomic models and CRR 
models were compared by Delong test.

Results  1218 and 1781 radiomic features were extracted from 2D ROI and 3D ROI of each sequence. The selected 
grade, Ki-67 index and their combination radiomic models were T1CE-2D-LASSO-LR, T1CE-3D-LASSO-NB, and T1CE-
2D-LASSO-LR, with cross-validated AUCs on the training set were 0.857, 0.798, and 0.888, the RSDs were 0.06, 0.09, 
and 0.05, the validation set AUCs were 0.829, 0.752, and 0.904, respectively. Heterogeneous enhancement was found 
to be associated with high grade and Ki-67 status, while surrounding invasion was associated with the high grade 
status, peritumoral edema and cerebrospinal fluid space surrounding tumor were correlated with the high Ki-67 
status. The Delong test showed that these significant radiological features did not significantly improve the predictive 
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Introduction
Meningioma is the most common primary intracranial 
tumor, accounting for 37.6% of all central nervous sys-
tem tumors [1]. The high-grade meningiomas (WHO 
grade II-III) account for approximately 20% of all types 
of meningiomas and are associated with a higher recur-
rence rate and poorer prognosis [2, 3]. Although most 
meningiomas are benign (WHO Grade I), their prognosis 
is not always favorable. The Ki-67 index is a histopatho-
logical marker, and its high expression typically indicates 
accelerated and uncontrolled cell proliferation that is cor-
related with tumor growth [4]. Accumulating evidence 
suggests that a high Ki-67 index is an independent prog-
nostic predictor directly associated with an increased 
recurrent risk following surgical resection [5, 6]. It’s 
important to noninvasively predict the grade of menin-
gioma patients and shorten the time of follow-up before 
surgery [7].

Studies have demonstrated that some MRI radiologi-
cal features, such as heterogeneous enhancement and 
intratumoral necrosis, correlated with meningioma grade 
and Ki-67 index. Some studies have also suggested that 
the machine learning model based on radiomic was fea-
sible for preoperative prediction of meningioma grade [8, 
9] and Ki-67 index [10, 11]. However, there is no litera-
ture on classification for the grade and Ki-67 index alone 
simultaneously and prediction of biological behavior of 
meningioma from the perspective of their combination.

The aim of this study was to develop and validate MRI-
based machine learning models to predict the malignant 
meningioma biological behavior from the perspective of 
the WHO grade, Ki-67 index, and the combination of 
both indices.

Methods
Patients
A total of 483 patients who underwent meningioma 
resection between January 1, 2016 and July 31, 2023 were 
initially collected from centers A(n = 339) and B(n = 46), 
C(n = 55), D(n = 43). Pathology reports were reviewed to 
ensure that they met the criteria of the 2021 WHO clas-
sification criteria for central nervous system tumors.

Patients meeting the following inclusion criteria were 
selected: [1] underwent MRI examination before sur-
gery, [2] had a confirmed diagnosis of meningioma by 

pathology, and [3] did not receive any treatment prior to 
MRI and surgery. Patients were excluded if they met any 
of the following exclusion criteria: [1] unclear pathologi-
cal diagnosis or missing grade or Ki-67 index informa-
tion, [2] severe MRI image artifacts or poor image quality 
unsuitable for analysis, and [3] recurrence, multiple 
lesions, or lesions smaller than 1 cm×1 cm×1 cm. Clinical 
features, including age, sex, grade, and Ki-67 index were 
recorded for each patient.

Based on the above criteria, 313 patients in total (183 
from the center A, 41 from the center B, 50 from the 
center C, and 39 from the center D) were included in 
the study. Data from Center A and B were employed for 
model development, while data from Center C and D 
were utilized for external validation.

Image acquisition
MRI scans were conducted at four different centers using 
various scanners. 1.5T Siemens Avanto and 1.5T GE 
Signa HDxt scanners at centers B and C, respectively, 
and 3.0T Philips Achieva and 3.0T Siemens Skyra scan-
ners at centers A and D, respectively. All patients under-
went standard MRI examinations with a slice thickness 
was 5 mm. Contrast-enhanced MRI scans were acquired 
after injection of gadodiamide (dose: 0.1 mmol/kg) as a 
contrast agent. The dynamic-enhanced MRI scan was 
performed within 250  s of contrast injection. Detailed 
parameters can be found in the supplementary material.

Image preprocessing and tumor segmentation
Raw MRI data of Digital Imaging and Communica-
tions in Medicine (DICOM) format were first converted 
to Neuroimaging Informatics Technology Initiative 
(NIfTI) format using ITK-SNAP (version 3.8.0, Univer-
sity of Pennsylvania, Philadelphia, USA; http://www.
itksnap.org). Image preprocessing was required before 
radiomic feature extraction, including nonparametric 
nonuniform intensity normalization algorithm (N4ITK) 
bias correction, normalization at a scale of 100, resam-
pling to a 1 × 1 × 1 mm3 resolution, and gray-level inten-
sity normalization in the range of 0 to 255 [10, 11]. The 
ITK-SNAP software was also utilized for tumor segmen-
tation. Blinded to patient information, two radiologists 
with more than five years of experience in image reading 
manually segment region of interest (ROI) for all data, 

performance. The AUCs for CRR models predicting grade, Ki-67 index, and their combination in the validation set were 
0.821, 0.753, and 0.906, respectively.

Conclusions  This study demonstrated that MRI-based machine learning models could effectively predict the grade, 
Ki-67 index of meningioma. Models considering these two indices might be valuable for improving the predictive 
sensitivity and comprehensiveness of prediction of malignant biological behavior of meningioma.
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including the largest cross-sectional area of the tumor 
(2D) ROI and the whole tumor (3D) ROI. A senior neu-
roradiologist with over ten years of experience in image 
reading reviewed and selected ROIs used to radiomic fea-
tures extraction. Interobserver agreement was assessed 
by calculating the intraclass correlation coefficients 
(ICCs) between the two radiologists in training set. 
Only radiomic features with high ICCs (ICC ≥ 0.8) were 
included in the modeling process.

Clinical and radiological features collection and selection
Two radiologists with over five years of experience in 
image reading systematically analyzed eight radiologi-
cal features, including peritumoral edema, cerebrospi-
nal fluid (CSF) space surrounding the tumor, capsular 
enhancement, heterogeneous enhancement, intratumoral 
necrosis, cross-flax or tentorium, dural tail, and sur-
rounding invasion. Univariate and multivariate analyses 
were performed to identify clinical and radiological fea-
tures significantly correlated with different grade, Ki-67, 
and their combination groups. A P value less than 0.05 
was considered statistically significant in both univariate 
and multivariate analyses for clinical and radiological fea-
tures. Features that showed statistical significance in both 
univariate and multivariate analyses were selected to 
build the CRR model. Figure 1 shows two case examples.

Radiomic features extraction
The “pyradiomics” package (http://www.radiomics.
io/pyradiomics.html) [12], which is based on IBSI in 
Python was used to extract the radiomic features. These 
features included shape features, first-order radiomic 
features, and higher-order radiomic features from five 
different matrices: the gray-level co-occurrence matrix 
(GLCM), gray-level run length matrix (GLRLM), gray-
level size zone matrix (GLSZM), gray-level dependence 
matrix (GLDM), and neighborhood gray-tone difference 
matrix (NGTDM). Referring to the example YAML files 

provided by ‘pyradiomics’ package, which are suitable for 
extracting features from both 2D and 3D ROIs, extract 
radiomic features form both types of ROIs. The detail of 
two YAML files is shown in supplementary material. The 
radiomic features were standardized by moving the mean 
and scaling to the unit variance.

Radiomic feature selection and development of radiomic 
models
As mentioned above, this study develops and validates 
machine learning models to accomplish three tasks: pre-
dict WHO grade, Ki-67 index, and the combined of grade 
and Ki-67 of meningioma. Figure  2 describes the work-
flow of this study.

The extensive number of the radiomic features must 
be selected properly to avoid overfitting the machine 
learning algorithms. The T-test and the minimum redun-
dancy maximum relevance (MRMR) methods were used 
in the training set to preliminarily select the relatively 
important features. Based on the number of training set 
patients, the top 25 features were selected.

Due to the low proportion of high grade and high Ki-67 
meningioma patients, the synthetic minority overs-
ampling technique (SMOTE) was employed to obtain 
smoother data for training the model after the prelimi-
nary feature selection process in training set.

The feature selection method and machine learning 
algorithm we used have been proved to have good results 
in previous studies, including least absolute shrinkage 
and selection operator (LASSO), mutual Information 
(MI), recursive feature elimination (RFE), random forest 
(RF), and analysis of variance (ANOVA). For RFE, MI, 
and RF, 20 features were selected for model establishment 
[13].Eight supervised machine learning algorithms were 
applied. These classifiers were support vector machines 
(SVM), logistic regression (LR), Naive Bayes (NB), deci-
sion tree (DT), random forest (RF), extreme gradient 
boosting (XGBOOST), light gradient boosting machine 

Fig. 1  Two case examples. a-c. Patient with WHO I meningioma, Ki-67 was 5-10%. a. T1WI, T2WI, T1CE sequence MRI image. b-c. Pathological sections and 
immunohistochemical staining. d-f. Patient with WHO II meningioma, Ki-67 was 2-3%. d. T1WI, T2WI, T1CE sequence MRI image. e-f. Pathological sections 
and immunohistochemical staining
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(LGBM), and k nearest neighbors (KNN). Machine learn-
ing models use basic default parameters.

In combination with three MRI sequences, two types of 
ROIs, five feature selection methods, and eight classifiers, 
240 (3 × 2 × 5 × 8 = 240) models were built for each task. 
The nomenclature of each model combined four ele-
ments, including the sequence, ROI dimension, feature 
selection method, and machine learning algorithm. For 
example, T1CE-2D-LASSO-SVM was a model trained 
by a support vector machines classifier with features 
selected by the LASSO, which feature an extract from the 
largest section of the T1CE sequence.

5-fold cross-validation repeated 5 times was carried out 
on the training set. Models’ predictive performance and 
stability were evaluated by cross-validation area under 
the curve (AUC), and the cross-validation AUCs relative 
standard deviation (RSD) of the cross-validation AUCs, 
respectively. RSD was defined as RSD= (Standard Devia-
tion of AUC / Mean AUC) ×100%. Models with an RSD 
value less than 0.1 were considered stable. After compar-
ing the cross-validation AUC and RSD, the best radiomic 
model for each task was selected.

The performance of the selected radiomic model in the 
validation set was assessed using AUC, sensitivity, and 
specificity.

Development clinical-radiological-radiomic models
The clinical-radiological-radiomic (CRR) models 
employed the classifier of the best radiomic models and 
were trained by combining significant clinical-radio-
logical features with the radiomic features of the best 
radiomic model. The performances of the CRR models 
were evaluated with AUC, sensitivity, and specificity in 
the validation set. Additionally, Delong test was used to 

compare the performance of the CRR models with the 
radiomic models in the validation set.

Statistical analysis
Image preprocessing, radiomic features extraction, fea-
tures selection, model establishment, and model valida-
tion were performed using Python (version 3.9). Image 
preprocessing and radiomic feature extraction were 
performed using the “simpleITK” and “pyradiomics” 
package. The “sklearn” package played a central role in 
feature selection and model establishment. We employed 
the “pymrmr” package for MRMR feature selection. For 
LGBM modeling, we utilized the “lightgbm” package. 
Details of the used packages and module information can 
be found in the supplementary materials.

Categorical variables were presented with percent-
ages and frequencies, whereas continuous variables 
were denoted as mean ± standard deviation or median 
(interquartile range, IQR) according to whether they 
conformed to the normal distribution. In addition, the 
Mann-Whitney U test and the Chi-squared test were 
used to assess the differences between the training and 
the test sets for continuous and categorical variables, 
respectively. In the univariate and multivariate analysis, 
the chi-square test and logistic regression were employed 
to assess the associations between classification and clin-
ical and imaging features, while a p-value less than 0.05 
were considered statistically significant. The statistical 
analysis was performed with the IBM SPSS v 24.0 (IBM 
Corp, Armonk, New York) software package.

Results
Patient characteristics
Patient baseline clinical characteristics and demograph-
ics were summarized in Table  1. Of all the patients, 

Fig. 2  The flowchart of necessary steps in this study for each task
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92 (29.4%) were male. Furthermore, the patients had a 
median age (inter-quartile range [IQR]) of 58.00 (50.00–
66.00) years. A total of 224 patients (median [IQR]: 56.0 
[48.3–64.0] years, 64 [28.6%] males) were included in the 
training set, while 89 patients (median [IQR]: 62.0 [53.0-
70.5] years, 28 [31.5%] males) were included in the repli-
cation set.

The vast majority of the included tumors were histo-
logically confirmed as low-grade meningioma (77.6%). 
The Ki-67 index of tumor specimens ranged from 1% to 
25% with a median (inter-quartile range [IQR]) index of 
2% (1–5%). Among all the patients, 216 (69.0%) had a low 
Ki-67 index, while 97 patients (31.0%) had a high Ki-67 
index.

Clinical and radiological findings
From the univariate and multivariate results, it can be 
inferred that the presence of heterogeneous enhance-
ment was significantly associated with a high grade and 
high Ki-67 index. Surrounding invasion was also signifi-
cantly associated with high grade, while age, peritumoral 
edema, CSF space surrounding tumor associated with 
high Ki-67 index. Age and gender are associated with 
the malignant biological behavior of meningiomas when 

considering both grade and Ki-67 indicators compre-
hensively. The results of the univariate and multivariate 
analyses are demonstrated in Supplementary Table S1-2.

Radiomic models establishment and selection
A total of 1218 and 1781 radiomic features were initially 
retrieved from 2D ROI and 3D ROI. Excellent consis-
tency was found in radiomic features in interobserver 
agreement between the two radiologists. For T1CE-2D, 
T1CE-3D, T2WI-2D, T2WI-3D, T1WI-2D, and T1WI-
3D, the number of features with satisfactory agreement 
(ICC ≥ 0.8) was 780,1598, 857, 1703, 967, and 1688, 
respectively.

After trying several algorithm combinations (240 for 
each task), we compared the cross-validation AUC of 
each combination and selected the best radiomic models. 
Cross-validation AUC and RSD heat map are depicted in 
Supplementary Figs. 1–6.

Many models showed good prediction efficiency in 
predict the grade of meningioma, T1CE-2D-LASSO-
LR model was considered the best model. This model 
achieved the highest cross-validation AUC (0.857 95% 
CI:0.836–0.879) in training set. In the validation set, 
AUC, sensitivity, and specificity were 0.829, 0.815, and 
0.661, respectively.

In this study, the T1CE-3D-LASSO-NB model was 
identified as the most effective radiomic model for pre-
dict Ki-67 index of meningioma, with the highest training 
set cross-validation AUC of 0.798 (95% CI: 0.745–0.854). 
In the validation set, AUC, sensitivity, and specificity 
were 0.752, 0.700, and 0.780, respectively.

Based on the known evidence, meningioma with high 
Ki-67 index or high grade typically require more aggres-
sive treatment and shorter-term imaging follow-up. The 
T1CE-2D-LASSO-LR model was identified as the best 
model for predicting the combination status of grade 
and Ki-67, with a cross-validation AUC of 0.888 (95% CI: 
0.856–0.923). In the validation set, AUC, sensitivity, and 
specificity were 0.904, 0.827, and 0.604, respectively.

Table 1  Clinical characteristics of the study population in 
discovery and validation set

Training set (n = 224) Validation 
set (n = 89)

Age, years 56.0 [48.3–64.0] 62.0 
[53.0-70.5]

Sex, n
  Female 160 (71.4%) 61 (68.5%)
  Male 64 (28.6%) 28 (31.5%)
WHO grade, n
  I 181 (80.8%) 62 (69.7%)
  II/ III 43 (19.2%) 27 (30.3%)
Ki-67 index, n
  Ki-67 < 5 157 (70.1%) 59 (66.3%)
  Ki-67 ≥ 5 67 (29.9%) 30 (33.7%)

Fig. 3  Cross-validation Receiver operating characteristic of the selected models in training set. (a). T1CE-2D-LASSO-LR model predict meningioma grade. 
(b). T1CE-3D-LASSO-NB model predict meningioma Ki-67 index. (c). T1CE-2D-LASSO-LR model predict meningioma grade & Ki-67 index. 2D, two-dimen-
sional; 3D, three-dimensional; LASSO, least absolute shrinkage and selection operator; NB, Naive Bayes; LR, logistic regression
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All selected models have RSD values less than 0.1, indi-
cating the predictive performance of these models was 
stable during cross-validation. Table 2 present the perfor-
mance of the selected radiomic models. Figure 3 displays 
the cross-validation ROC curves of radiomic models in 
the training set. Figure 4 displays the ROC curves of the 
radiomic models in the validation set.

Performances of clinical-radiological-radiomic model
CRR models only marginally improved model perfor-
mance in predicting meningioma Ki-67 index and in 
predicting combined grade and Ki-67 index in the vali-
dation set (0.753 vs. 0.752, 0.906 vs. 0.904). For model 
predict grade, RCC model achieved a slightly lower AUC 
in the replication set (0.829 vs. 0.821). The Delong test of 
those CRR models with the radiomic models detected no 
significant differences (P < 0.05). Table  2 list the perfor-
mance of the CRR models in the validation set. Figure 4 
displays the ROC curves of the CRR models in the valida-
tion set.

Discussion
In this study, we constructed and selected radiomic mod-
els to predict meningioma grade, Ki-67 index, and com-
bination of the two indices. The relationship between 
clinical-radiological features and meningioma grade or 
Ki-67 index was explored, and by combining meaningful 
features, the clinical-radiological-radiomic models were 
established.

Some previous studies have used radiomic based 
machine learning models to predict the meningioma 
grade [14]. Chen [15] et al. applied linear discriminant 
analysis (LDA) and a support vector machine (SVM) 
to construct a radiomic model to predict of the grade 
of meningioma. It was found that the best model was 
LASSO + LDA, with an accuracy of 75.6%. Duan [16] et 
al. collected a more balanced number of patients with 
high and low grade meningiomas, yielding more plausible 
results. Han [17] et al. compared different classifiers used 
to train the models, found that SVM model performed 
better. Various radiomic based machine learning models 
were also built to predict the Ki-67 index of meningio-
mas. Khanna [10] et al. extracted features from multiple 

Table 2  Selected radiomic machine learning model and clinical-radiological-radiomic machine learning model performance in 
training and validation set
Models
(Sequence-ROI-
FS-ML)

Training set (n = 224) Validation set (n = 89)
CV-AUC
(95%CI)

CV-RSD AUC
(95%CI)

Sensitivity
(95%CI)

Specificity
(95%CI)

Delong test
Z-score p

Grade
(T1CE-2D-LAS-
SO-LR)

Radiomic 0.857 
(0.836–0.880)

0.060 0.829 (0.786–0.863) 0.815 (0.613–0.930) 0.661 
(0.529–0.774)

-1.424 0.154

CRR 0.821 (0.759–0.858) 0.778 (0.573–0.906) 0.629 
(0.497–0.746)

Ki-67
(T1CE-3D-LAS-
SO-NB)

Radiomic 0.798 
(0.745–0.854)

0.090 0.752 (0.693–0.776) 0.700 (0.504–0.846) 0.780 
(0.649–0.873)

0.073 0.942

CRR 0.753 (0.692–0.782) 0.733 (0.538–0.870) 0.763 
(0.631–0.860)

Grade & Ki-67
(T1CE-2D-LAS-
SO-LR)

Radiomic 0.888 
(0.856–0.923)

0.051 0.904 (0.876–0.914) 0.927 (0.790–0.981) 0.604 
(0.453–0.739)

0.233 0.816

CRR 0.906 (0.876–0.916) 0.878 (0.730–0.954) 0.708 
(0.557–0.826)

ROI, regions of Interest; FS, feature selection; ML, machine learning algorithm; 2D, two-dimensional; 3D, three-dimensional; LASSO, least absolute shrinkage and 
selection operator; AUC, area under the curve; RSD, relative standard deviation; NB, Naive Bayes; LR, logistic regression

Fig. 4  Receiver operating characteristic curves of a selected radiomic model and Clinical-radiological-radiomic models in validation set
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MR sequences, and the AUC of the test set for predicted 
high Ki-67 meningiomas in WHO I grade meningiomas 
was 0.84. Zhao [11] et al. predicted the Ki-67 index for 
all meningiomas obtained AUC of 0.837 and 0.700 on the 
internal and external validation sets. These studies sug-
gest that machine learning models based on radiomic 
features can contribute to predict the grade and Ki-67 
index of meningioma. Due to space limitations, not all 
studies have been listed, the summarizes of the relevant 
studies listed on Supplementary Table S3.

From the proposed work, it can be concluded that the 
radiomic features extracted from T1CE sequences were 
more effective than those from other sequences in estab-
lishing models to predict the meningioma grade, Ki-67 
index and combination of the two indices. The underly-
ing reason for this effect is likely that the T1CE sequence 
contains more information [15, 18]. Some studies have 
improved prediction performance by input features from 
multiple sequence, while our study only evaluates the 
radiomic features from single sequence. This is because 
different central scanning protocols make the model of 
a single sequence more generalizable, and when mul-
tiple sequences are input together, the radiomic features 
extracted from different sequences of the same patient 
may have high collinearity, excessive number of features 
and relatively small number of individuals may lead to 
difficulty in feature selection or loss of important infor-
mation. In terms of the work flow of segmentation, pre-
vious studies have employed methods such as single 
researchers, double researchers, or expert assessment 
following double researchers. In our study, two research-
ers segmented the ROIs of all patient. and the ICC of the 
extracted radiomics features was calculated based on the 
segmentation results of the two researches in the training 
set. We selected features with an ICC greater than 0.80 
for further analysis, aiming to enhance the reproduc-
ibility of radiomics features selected for modeling. Both 
2DRO and 3DROI performed well in this study, some 
research suggests that radiomic models based on 2D ROI 
were better than that based on 3D ROI [16, 18, 19]. The 
feature selection methods and machine learning algo-
rithms used in our research have yielded good results in 
previous studies and are commonly used. LASSO feature 
selection methods were also found to be more effective 
than other feature selection methods in this study, while 
LR and NB machine learning algorithms obtained better 
results than other machine learning algorithms. These 
findings were consistent with the results of some previous 
studies [15, 20] and highlight the importance of evaluat-
ing different feature selection approaches and machine 
learning algorithms to determine which is most suitable 
to the specific data being analyzed. In previous stud-
ies, radiomics machine learning models used to predict 
meningioma grade or Ki-67 index have been observed to 

show significant differences in AUC between the train-
ing and validation sets [11, 15], the potential reason could 
be overfitting caused by the lower incidence rate of high 
grade or Ki-67 meningioma and relatively small sample 
size of the study. In our study, we only found the grade 
model validation set AUC is slightly below the 95% CI of 
the CV-AUC, however there was partial overlap between 
the training and validation 95% CI, thus, the results of the 
model predicting grade are considered acceptable.

In this study, the relationship between the biologi-
cal behavior of meningioma and clinical-radiological 
features was systematically analyzed, and eight features 
that reported to be correlated with meningioma grade 
and Ki-67 index [21–27] were included. Univariate and 
multifactor analysis revealed that meningioma with high 
grade or high Ki-67 index were more likely to present 
heterogeneous enhancement, and those with high grade 
were more likely to present surrounding invasion, while 
patients with Ki-67 index were more likely to present 
peritumoral edema and CSF space surrounding tumor. 
These radiological feature findings are consistent with 
previously reported studies [27, 28]. In many radiomics 
studies, clinical and radiological features have been 
widely used to improve the performance of the predict-
ing models [11, 16]. However, in this study, statistically 
significant radiological features did not significantly 
improve the predictive performance of models. These 
clinical and radiological features can be double-edged 
swords, on the one hand, unlike higher-order radiomic 
features, the relationship between these features and 
tumor biological behavior is well established, providing 
a clearer interpretation, on the other hand, the introduc-
tion of these features may add subjective information 
to an objective quantitative model. Furthermore, some 
radiomic features are derived from the quantification of 
radiological features.

Compared to similar studies, this study had some 
improvements. Firstly, this study trains and validates on 
multicenter data with the aim of improving the model’s 
generalization and increasing its clinical utility. Secondly, 
as there are currently no uniform guidelines for the fea-
ture selection and machine learning algorithm in the 
radiomic workflow [29], with reference to Zhang’s study 
[30], different combinations of different sequences, ROIs, 
feature selection methods, and machine learning algo-
rithms were used to build models. Thirdly, the SMOTE 
technique was used in the training set to obtain more 
balanced data for the training of the models [8], and 
cross-validation on training set was used to reduce the 
effect of different groupings in selecting suitable models, 
Those models selected by comparing the cross-validation 
AUC and RSD value rather than empirically selecting 
commonly used modeling methods are not always suit-
able for particular data. Finally, this study simultaneously 
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predicted the grade and Ki-67 index, obtaining more 
information from a single MRI examination. Further-
more, this study has developed more clinically justifiable 
models from the perspective of combining both the grade 
and Ki-67 index.

However, the study had some limitations. Firstly, the 
retrospective nature of the study and the inclusion of only 
patients who underwent meningioma resection may have 
introduced selection bias. Secondly, the study did not 
adequately explore the relationship between radiological 
features and radiomics features, which may have limited 
the interpretation of the findings. Finally, this study only 
used a single MRI sequence for modeling, the combina-
tion of sequences needs to be evaluated. Future studies 
could incorporate more sequences and experiments with 
semi-automatic segmentation of ROIs and employ deep 
learning methods.

Conclusion
In conclusion, MRI radiomic machine learning mod-
els could effectively predict the biological behavior of 
meningioma from the perspective of grade, Ki-67 index 
and the combination of both. The latter model could be 
valuable for improving the predictive sensitivity and 
comprehensiveness of predicting the malignant biologi-
cal behavior of meningioma.
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